












Golden Section Search

◦ Would like a method like bisection, but for optimization.
In general: No invariant that can be preserved.
Need extra assumption.



Demo: Golden Section Search Proportions



Steepest Descent

◦ Given a scalar function f :��→� at a point x , which way is down?



Demo: Steepest Descent



Newton's method (nD)

◦ What does Newton’s method look like in n dimensions?



Demo: Newton’s method in n dimensions

Demo: Nelder-Mead Method



Nonlinear Least Squares/Gauss-Newton

◦ What if the f to be minimized is actually a 2-norm?

f (x)= kr (x)k2, r (x)= y − f (x)

Demo: Gauss-Newton


