








Example: Building a Quadrature Rule

Demo: Computing the Weights in Simpson’s Rule

Suppose we know

f(x0) = 2 f(x1) = 0 f(x2) = 3

x0 = 1 x1 =
1

2
x2 = 1

How can we find an approximate integral?



Facts about Quadrature

What does Simpson’s rule look like on [0, 1/2]?

What does Simpson’s rule look like on [5, 6]?

How accurate is Simpson’s rule with polynomials of degree n?
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What is linear convergence? quadratic convergence?





About Convergence Rates

Demo: Rates of Convergence

Characterize linear, quadratic convergence in terms of the ‘number
of accurate digits’.
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Solving Nonlinear Equations

What is the goal here?





Bisection Method

Assume continuos function f has a zero on the interval [a, b] and

sign(f(a)) = −sign(f(b)).

Perform binary search: check sign of f((a+ b)/2) and define new
search interval so that ends have opposite sign.
Demo: Bisection Method

What’s the rate of convergence? What’s the constant?



Newton’s Method

Derive Newton’s method.


