


General LU Factorization (Gaussian Elimination)
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Demo: Gaussian Elimination



LU: Failure Cases?

Is LU/Gaussian Elimination bulletproof?

What can be done to get something like an LU factorization?



Partial Pivoting Example

Lets try to get an pivoted LU factorization of the matrix
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Permutation Matrices

How do we capture ‘row swaps’ in a factorization?



General LU Partial Pivoting

What does the overall process look like?











Computational Cost

What is the computational cost of multiplying two n×n matrices?

What is the computational cost of carrying out LU factorization
on an n× n matrix?



More cost concerns

What’s the cost of solving Ax = b?

What’s the cost of solving Ax1 = b1, . . . , Axn = bn?

What’s the cost of finding A−1?



LU: Rectangular Matrices

Can we compute LU of an m× n rectangular matrix?
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Eigenvalue Problems: Setup/Math Recap

A is an n× n matrix.

� x �= 0 is called an eigenvector of A if there exists a λ so that

Ax = λx.

� In that case, λ is called an eigenvalue.

� By this definition if x is an eigenvector then so is αx, therefore
we will usually seek normalized eigenvectors, so �x�2 = 1.



Finding Eigenvalues

How do you find eigenvalues?



Distinguishing eigenvectors

Assume we have normalized eigenvectors x1, . . . ,xn with eigen-
values |λ1| > |λ2| > · · · > |λn|. Show that the eigenvectors are
linearly-independent.




