






Fitting a Model to Data

How can I fit a model to measurements? E.g.:
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Demo: Data Fitting using Least Squares



Meaning of the Singular Values

What do the singular values mean? (in particular the first/largest
one)







Condition Numbers

How would you compute a 2-norm condition number?
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SVD as Sum of Outer Products

What’s another way of writing the SVD?





Low-Rank Approximation (I)

What is the rank of σ1u1v
T
1 ?

What is the rank of σ1u1v
T
1 + σ2u2v

T
2 ?

Demo: Image Compression



Low-Rank Approximation

What can we say about the low-rank approximation

Ak = σ1u1v
T
1 + · · ·+ σkukv

T
k

to
A = σ1u1v

T
1 + σ2u2v

T
2 + · · ·+ σ1unv

T
n?

For simplicity, assume σ1 � σ2 � · · · � σn>0.
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Recap: Interpolation

Starting point: Looking for a linear combination of functions ϕi to
hit given data points (xi, yi).

Interpolation becomes solving the linear system:

yi = f(xi) =

Nfunc�

j=0

αj ϕj(xi)� �� �
Vij

↔ Vα = y.

Want unique answer: Pick Nfunc = N → V square.

V is called the (generalized) Vandermonde matrix.

Main lesson:

V (coefficients) = (values at nodes) .


