


Using Quadrature Rules

To estimate an integral over an arbitrary interval [a, b] we can use a
quadrature rule with weights derived by integrating over [0, 1], since

� b
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f(x)dx =����

x=(b−a)x̄+a

(b− a)

� 1

0
f((b− a)x̄+ a)dx̄.

Thus, given weights w = V −Td computed from integrating n basis
functions on [0, 1] (to get d) and V defined based on points
x̄1, . . . , x̄n ∈ [0, 1], we can use the same weights for the above
integral as � b

a
f(x)dx ≈ (b− a)wTy.

Above y corresponds to f evaluated at points
(b− a)x̄1 + a, . . . , (b− a)x̄n + a.







Facts about Quadrature

What does Simpson’s rule look like on [0, 1/2]?

What does Simpson’s rule look like on [5, 6]?

How accurate is Simpson’s rule with polynomials of degree n?
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What is linear convergence? quadratic convergence?




