


Pseudoinverse
What is the pseudoinverse of A?

A= (ATA) ' A

P-AA’

What can we say about the condition number in_the case of a (U’W-’
ta||—and—sk}nny, full-rank matrix? — ot Fall vmb . 7d (Al-*DG
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What does all this have to do with solving least squares problems?
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Sensitivity and Conditioning of Least Squares
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g'oan(A)

Relate ||Ax|| andVbH/vith $6 via trig functions.
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Sensitivity and Conditioning of Least Squares (I1)

Derive a conditioning bound for the least squares problem.
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What values of 6 are bad? j\;
0~ ",
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Sensitivity and Conditioning of Least Squares (Ill)

Any comments regarding dependencies?

HM’- cavdihm}n P op LSQ f("{lh«/’; Dh]ﬁl’
J

What about changes in the matrix?
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Recap: Orthogonal Matrices

What's an orthogonal (=orthonormal) matrix?
-

[ One that satisfies QT Q =/ and QQRT = I.

How do orthogonal matrices interact with the 2-norm?

[ Q5= (Qv)T(Qv)=vTRTQv=v"v=|v|3.
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Transforming Least Squares to Upper Triangular «

> full
Suppose we have A = gR, with Q square and orthogonal, and R upper
triangular. This is called a QR factorization.
How do we transform the least squares problem Ax =2 b to one with an
upper triangular matrix?

I A=l
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Simpler Problems: Triangular
What do we win from transforming a least-squares system to upper

triangular form?
e g
(Q{O'Q)X = /@mb )hl’
Q [ QL) ol

How would we minimize the reLiduaI norm? q—
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Computing QR

» Gram-Schmidt
» Householder Reflectors
» Givens Rotations

Demo: Gram-Schmidt-The Movie [cleared]

Demo: Gram-Schmidt and Modified Gram-Schmidt [cleared]

Demo: Keeping track of coefficients in Gram-Schmidt [cleared]

Seen: Even modified Gram-Schmidt still unsatisfactory in finite precision
arithmetic because of roundoff.

NOTE: Textbook makes further modification to ‘modified” Gram-Schmidt:
» Orthogonalize subsequent rather than preceding vectors.
» Numerically: no difference, but sometimes algorithmically helpful.
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Economical /Reduced QR

(/—3 FI0

Is QR with square Q for A € R™*" with m > n efficient?

z e F%%é—mo 05

A
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In-Class Activity: QR

In-class activity: QR
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Householder Transformations
Find an orthogonal matrix @ to zero out the lower part of a vector a.
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