


Nelder-Mead Method

Idea:

Demo: Nelder-Mead Method [cleared]
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Newton’s method (n D)

What does Newton’s method look like in n dimensions?
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Newton’s method (n D): Observations

Drawbacks?

Demo: Newton’s method in n dimensions [cleared]
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Quasi-Newton Methods
Secant/Broyden-type ideas carry over to optimization. How?

BFGS: Secant-type method, similar to Broyden:

Bk+1 = Bk +
y kyT

k

yT
k sk

− BksksTk Bk

sTk Bksk
where
▶ sk = xk+1 − xk

▶ yk = ∇f (xk+1)−∇f (xk)
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In-Class Activity: Optimization Methods

In-class activity: Optimization Methods

206



Nonlinear Least Squares: Setup
What if the f to be minimized is actually a 2-norm?

f (x) = ∥r(x)∥2 , r(x) = y − a(x)

207



Gauss-Newton
For brevity: J := Jr (x).
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Gauss-Newton: Observations?

Demo: Gauss-Newton [cleared]

Observations?
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Levenberg-Marquardt
If Gauss-Newton on its own is poorly, conditioned, can try
Levenberg-Marquardt:
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Constrained Optimization: Problem Setup
Want x∗ so that

f (x∗) = min
x

f (x) subject to g(x) = 0

No inequality constraints just yet. This is equality-constrained
optimization. Develop a (local) necessary condition for a minimum.
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Constrained Optimization: Necessary Condition
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Lagrange Multipliers

Seen: Need −∇f (x) = JTg λ at the (constrained) optimum.

Idea: Turn constrained optimization problem for x into an unconstrained
optimization problem for (x ,λ). How?
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