




Golden Section Search
Suppose we have an interval with f unimodal:

Would like to maintain unimodality.
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Golden Section Search: Efficiency
Where to put x1, x2?

Demo: Golden Section Proportions [cleared]

Convergence rate?
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Newton’s Method
Reuse the Taylor approximation idea, but for optimization.

Demo: Newton’s Method in 1D [cleared]
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Steepest Descent/Gradient Descent
Given a scalar function f : Rn → R at a point x , which way is down?

Demo: Steepest Descent [cleared] (Part 1) 197



Steepest Descent: Convergence
Consider quadratic model problem:

f (x) =
1
2
xTAx + cTx

where A is SPD. (A good model of f near a minimum.)
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Hacking Steepest Descent for Better Convergence
Extrapolation methods:

Heavy ball method:

Demo: Steepest Descent [cleared] (Part 2)
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Optimization in Machine Learning
What is stochastic gradient descent (SGD)?
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Conjugate Gradient Methods

Can we optimize in the space spanned by the last two step directions?

Demo: Conjugate Gradient Method [cleared]
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Nelder-Mead Method

Idea:

Demo: Nelder-Mead Method [cleared]
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