


Conditioning in Krylov Space Methods/Arnoldi Iteration (II)

Demo: Arnoldi Iteration [cleared] (Part 1)
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Krylov: What about eigenvalues?
How can we use Arnoldi/Lanczos to compute eigenvalues?

Demo: Arnoldi Iteration [cleared] (Part 2) 162



Computing the SVD (Kiddy Version)

Demo: Computing the SVD [cleared]

“Actual”/“non-kiddy” computation of the SVD:

▶ Bidiagonalize A = U

�
B
0

�
V T , then diagonalize via variant of QR.

▶ References: Chan ’82 or Golub/van Loan Sec 8.6.
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Solving Nonlinear Equations

What is the goal here?
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Showing Existence
How can we show existence of a root?
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Sensitivity and Multiplicity
What is the sensitivity/conditioning of root finding?

What are multiple roots?

How do multiple roots interact with conditioning?
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Rates of Convergence
What is linear convergence? quadratic convergence?
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About Convergence Rates
Demo: Rates of Convergence [cleared]
Characterize linear, quadratic convergence in terms of the ‘number of
accurate digits’.
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Stopping Criteria
Comment on the ‘foolproof-ness’ of these stopping criteria:

1. |f (x)| < ε (‘residual is small’)
2. ∥xk+1 − xk∥ < ε
3. ∥xk+1 − xk∥ / ∥xk∥ < ε
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Bisection Method

Demo: Bisection Method [cleared]

What’s the rate of convergence? What’s the constant?
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