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Perturbation Analysis of Eigenvalue Problems
� Suppose we seek eigenvalues D = X−1AX, but find those of a slightly

perturbed matrix D + δD = X̂−1(A+ δA)X̂:





Gershgorin Theorem
� Another way to show that the eigenvalues of a matrix are insensitive to

perturbation is via Gershgorin theorem, which states that



Conditioning of Particular Eigenpairs
� Consider the e�ect of a matrix perturbation on an eigenvalue λ associated

with a right eigenvector x and a left eigenvector yH , λ = yHAx/yHx

� Connect the notion of the angle between left and right eigenvectors to the
magnitude of o�-diagonal entries in the Schur form



Orthogonal Iteration via QR Iteration
� In orthogonal iteration Q̂i+1R̂i+1 = AQ̂i, QR iteration computes

Ai+1 = RiQi = Q̂T
i+1AQ̂i+1 at iteration i:



QR Iteration with Shift
� Describe QR iteration with shifting

� Discuss how shift can be selected



Hessenberg and Tridiagonal Form
� Describe reduction to Hessenberg form

� Describe reduction to tridiagonal form in symmetric case



QR Iteration Complexity

� Compare complexity of QR iteration for various matrices






