
Riesz Theory (Part II)

Theorem 8 (Riesz theory [Kress, Thm. 3.4]) A compact. Then:
• (I − A) injective ⇔ (I − A) surjective

– It’s either bijective or neither s nor i.
• If (I − A) is bijective, (I − A)−1 is bounded.

Rephrase for solvability

Main impact?

Key shortcoming?





Adjoint Operators

Definition 8 (Adjoint oeprator) A∗ called adjoint to A if

(Ax , y) = (x ,A∗y)

for all x , y .

Facts:

• A∗ unique
• A∗ exists
• A∗ linear
• A bounded ⇒ A∗ bounded
• A compact ⇒ A∗ compact

What is the adjoint operator in finite dimensions? (in matrix representation)



What do you expect to happen with integral operators?

Adjoint of the single-layer?

Adjoint of the double-layer?





Fundamental Theorem of Linear Algebra
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6.5 A Tiny Bit of Spectral Theory



Spectral Theory: Terminology

A : X → X bounded, λ is a value:

Definition 9 (Eigenvalue) There exists an element φ ∈ X, φ �= 0 with Aφ = λφ.

Definition 10 (Regular value) The “resolvent” (λI − A)−1 exists and is
bounded.

Can a value be regular and “eigen” at the same time?

What’s special about ∞-dim here?

Definition 11 (Resolvent set) ρ(A) := {λis regular}



Definition 12 (Spectrum) σ(A) := � \ ρ(A)



Spectral Theory of Compact Operators

Theorem 10 A : X → X compact linear operator, X ∞-dim.
Then:

• 0 ∈ σ(A) (show! )
• σ(A) \ {0} consists only of eigenvalues
• σ(A) \ {0} is at most countable
• σ(A) has no accumulation point except for 0

Show first part.

Show second part.

Rephrase last two: how many eigenvalues with | · | ≥ R?



Recap: What do compact operators do to high-frequency data?

Don’t confuse I − A with A itself!



7 Singular Integrals and Potential Theory



Recap: Layer potentials

(Sσ)(x) :=

�

Γ

G (x − y)σ(y)dsy

(S �σ)(x) := PV n̂ ·∇x

�

Γ

G (x − y)σ(y)dsy

(Dσ)(x) := PV

�

Γ

n̂ ·∇yG (x − y)σ(y)dsy

(D �σ)(x) := f .p. n̂ ·∇x

�

Γ

n̂ ·∇yG (x − y)σ(y)dsy

Definition 13 (Harmonic function) �u = 0

Where are layer potentials harmonic?



On the double layer again

Is the double layer actually weakly singular?

Recap:

Definition 14 (Weakly singular kernel) • K defined, continuous every-
where except at x = y

• There exist C > 0, α ∈ (0, n − 1] such that

|K (x , y)| ≤ C |x − y |α−n+1 (x , y ∈ ∂Ω, x �= y)



∂

∂x
log(|0− x |) = x

x2 + y 2

• Singularity with approach on y = 0?

• Singularity with approach on x = 0?

So life is simultaneously worse and better than discussed.

How about 3D? (−x/|x |3)

Would like an analytical tool that requires ‘less’ fanciness.



Cauchy Principal Value

But I don’t want to integrate across a singularity!

� 1

−1

1

x
dx?



Principal Value in n dimensions
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Again: Symmetry matters!

What about even worse singularities?



Recap: Layer potentials

(Sσ)(x) :=

�

Γ

G (x − y)σ(y)dsy

(S �σ)(x) := PV n̂ ·∇x

�

Γ

G (x − y)σ(y)dsy

(Dσ)(x) := PV

�

Γ

n̂ ·∇yG (x − y)σ(y)dsy

(D �σ)(x) := f .p. n̂ ·∇x

�

Γ

n̂ ·∇yG (x − y)σ(y)dsy

Important for us: Recover ‘average’ of interior and exterior limit without having to
refer to off-surface values.



Green’s Theorem

Theorem 11 (Green’s Theorem [Kress LIE Thm 6.3])

�

D

u�v +∇u ·∇v =

�

∂D

u(n̂ ·∇v)ds

�

D

u�v − v�u =

�

∂D

u(n̂ ·∇v)− v(n̂ ·∇u)ds

If �v = 0, then �

∂D

n̂ ·∇v =?

What if �v = 0 and u = G (|y − x |) in Green’s second identity?



Green’s Formula

Theorem 12 (Green’s Formula [Kress LIE Thm 6.5]) If �u = 0, then

(S(n̂ ·∇u)− Du)(x) =





u(x) x ∈ D
u(x)
2 x ∈ ∂D

0 x �∈ D

Suppose I know ‘Cauchy data’ (u|∂D , n̂ ·∇u|∂D) of u. What can I do?

What if D is an exterior domain?


