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1 Dense Matrices and Computation



Matvec: A slow algorithm

Matrix-vector multiplication: our first ‘slow’ algorithm.

O(N?) complexity.

N
Bi = Ajja;
2. A N\

Assume A dense. A’kv‘yh Saukc es
b, b
o) “(xl’) N rf 6(}({/ \9'/) oL |
=

—

M

x| = G )%
Conwe) 1) 7 £ lay)

Qs n — ~ o
V(A »\M(i o Ghen) <ty

5ameL Cwee \0\’ L@/VV\&L

i

n
L" A o S”y @m//m,.,






/dr‘{,—*O(L-Y')/ -




Matrices and Point Interactions

Ai = G(xi, )

[ Does that actually change anything?




Matrices and Point Interactions

Ai = G(xi, )

[ Graphically, too:




Matrices and point interactions

Y(x) = Z G (X, y;)e(y;)

j=1

[ﬁhis feels different.)
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Point interaction matrices: Examples

What kind of matrices, then?




Integral ‘Operators’

Why did we go through the trouble of rephrasing matvecs as

N

Y(x) =Y Gxi y)e(y)?

j=1




Cheaper Matvecs
N

P(x) =Y G(xiy)e(y))

j=1

[ So what can we do to make evaluating this cheaper?
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Fast Dense Matvecs

Consider
Ajj = Uiy,

let u=(u;) and v = (v}).

Can we compute Ax quickly? (for a vector x)




Fast Dense Matvecs
A:u1v1T+---+ukva

Does this generalize?




Low-Rank Point Interaction Matrices

What would this: y
P(xi) = Z G(xi, y;)e(y;)

j=1

look like for a low-rank matrix?

[




Numerical Rank

What would a numerical generalization of ‘rank’ look like?
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Eckart-Young-Mirsky Theorem

[ Oddly enough, with the help of the SVD:
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Constructing a tool

There is still a slight downside, though.




Representation

What does all this have to do with (right-)preconditioning?




2 Tools for Low-Rank Linear Algebra



Rephrasing Low-Rank Approximations

SVD answers low-rank-approximation (‘LRA’) question. But: too expensive.

[ First, rephrase the LRA problem:
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Using LRA bases

Ar @ oA

If we have an LRA basis Q, can we compute an SVD?
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Finding an LRA basis

[ How would we find an LRA basis?

(G ‘@QWA’Z\V/ M ‘A-X/Z

Vil (X)é[,,



l\/‘\/ucs\_a_(o)mh HAal r'ﬂb\,uw wm e dhod;

Acpt™ ™"
Sappose— Ax =\ 1
1= 2N

x40

> /

A ) h §
~ +,.V\
D ls IAds o )]
A2 2 [ th]




Giving up optimality

What problem should we actually solve then?




Recap: The Power Method

How did the power method work again?




