


Rank-revealing/pivoted QR

Sometimes the SVD is too good (aka expensive)–we may need less accuracy/weaker
promises, for a significant decrease in cost.



Interpolative Decomposition (ID)

Sometimes it would be helpful to know which columns of A contribute ‘the most’
to the rank.
(rather than have the waters muddied by an orthogonal transformation like in QR)







What does the ID buy us?

Specifically: Name a property that the ID has that other factorizations do not have.





ID Q vs ID A

What does row selection mean for the LRA?



Leveraging the ID

Build a low-rank SVD with row extraction.





Where are we now?



3 Rank and Smoothness



Punchline

What do (numerical) rank and smoothness have to do with each other?



Recap: Multivariate Taylor

How does Taylor’s theorem get generalized to multiple dimensions?


