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Probabilistic Tensor Models
» Consider a tensor T € Z*»*"*" of count data,
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where (i, j;, k;) are random samples of a probability distribution p(i, 5, k)"
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Optimization with KL divergence

» Tensor decompositions with Kullback-Liebler (KL) divergence are suitable for
approximating p(i, j, k)



Optimal Rank-1 Approximation with KL divergence

» The rank-1 estimate with least KL divergence is easy to compute



Probability Estimation from Samples
» Suppose we are interested in estimating a probability density p(x,y, z) from
samples (xx, yx, 2}, USing tensor products of orthogonal basis functions?
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