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Probabilistic Tensor Models
§ Consider a tensor T P Znˆnˆn of count data,

T “

M
ÿ

l“1

eil b ejl b ekl

where pil, jl, klq are random samples of a probability distribution ppi, j, kq1

1Huang, Kejun, and Nicholas D. Sidiropoulos. ”Kullback-Leibler principal component for tensors
is not NP-hard.” 2017 51st Asilomar Conference on Signals, Systems, and Computers. IEEE, 2017.



Optimization with KL divergence
§ Tensor decompositions with Kullback-Liebler (KL) divergence are suitable for
approximating ppi, j, kq



Optimal Rank-1 Approximation with KL divergence
§ The rank-1 estimate with least KL divergence is easy to compute



Probability Estimation from Samples
§ Suppose we are interested in estimating a probability density ppx, y, zq from
samples pxk, yk, zkqmk“1, using tensor products of orthogonal basis functions2
ψ1, . . . ψn, so

ppx, y, zq “
ÿ

i,j,k

cijkψipxqψjpyqψkpzq
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hierarchical tensor.” Journal of Computational Physics 511 (2024): 113110.
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